
Measuring and mapping long-term changes in migration flows using 
population-scale family tree data
Caglar Koylu a and Alice Kasakoffb

aGeographical and Sustainability Sciences, University of Iowa, IA, USA; bGeography, University of South Carolina, SC, USA

ABSTRACT
Studying migration over a long period is challenging due to lack of data, uneven data quality, and 
the methodological challenges that arise when analyzing migration over large geographic areas 
and long time spans with constantly changing political boundaries. Crowd-sourced family tree 
data are an untapped source of volunteered geographic information generated by millions of 
users. These trees contain information on individuals such as birth and death places and years, and 
kinship ties, and have the potential to support analysis of population dynamics and migration over 
many generations and far into the past. In this article, we introduce a methodology to measure and 
map long-term changes in migration flows using a population-scale family-tree data set. Our 
methodology includes many steps such as extracting migration events, temporal periodization, 
gravity normalization, and producing time-series flow maps. We study internal migration in the 
continental United States between 1789 and 1924 using birthplaces and birthyears of children 
from a cleaned, geocoded, and connected set of family trees from Rootsweb.com. To the best of 
our knowledge, the results are the first migration flow maps that show how the internal migration 
flows within the U.S. changed over such a long period of time (i.e. 135 years).
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Introduction

Studying migration over a long period of time is chal-
lenging due to many factors such as the lack of data, 
uneven data quality, and the methodological challenges 
that arise when mapping and analyzing migration over 
large geographic and temporal extent such as constantly 
changing political boundaries (Holland & Plane, 2001; 
Hollingsworth, 1970). The traditional source of histor-
ical migration data, the census, is available only every 
10 years. Other sources, such as marriage, birth and 
death registries, and land records, are available at such 
a local level that national patterns can emerge only after 
a great deal of work. Crowd-sourced family tree data are 
an untapped source of volunteered geographic informa-
tion (VGI) created and shared publicly by millions of 
users. Family trees include not only kinship ties (e.g. 
parent-child, sibling, and spouse relationships) but also 
spatiotemporal information such as birth and death 
dates and locations. Thus, family trees have the potential 
to support analysis of population dynamics and migra-
tion in greater detail and on a large spatial and temporal 
scale. Several scholars have used information from such 
trees to generate and study the dynamics of population- 
scale social networks that span over many generations 
and far into the past (Han et al., 2017; Kaplanis et al., 

2018; Kasakoff, 2019). But there have been only few 
attempts to study historical demography and migration 
using family tree data (Kandt et al., 2016, 2020; 
Otterstrom & Bunker, 2013; Shumway & Otterstrom, 
2001).

In this article, we study internal migration in the 
U.S. between 1789 and 1924 using birthplaces and birth-
years of children from cleaned, geocoded, and con-
nected family trees from Rootsweb.com (Koylu et al., 
2020). Our main contribution is the development of 
a methodology to measure and map long-term changes 
in migration flows using population-scale family tree 
data. Our methodology consists of several steps. First, 
we extract and date birth events and location from the 
family tree data. We then identify family migration 
using the child-ladder approach that traces family 
migration using changes in birthplaces of consecutive 
children in each individual family. Next, we develop 
a time-series measure of the family migration rate by 
dividing the number of family migration events by the 
number of birth events. To address the uncertainty in 
the dating of the migration events, we employ a simple 
moving average window to smooth out short-term fluc-
tuations and highlight longer-term trends in the migra-
tion rate. Next, we perform a series of algorithmic and 
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domain-based methods to partition the study period 
into discrete sections to create a small number of aggre-
gated networks that summarize a complex process of 
change over the 135 years. We then evaluate the changes 
in migration rate as well as the similarity of flows 
between time periods for each temporal partition to 
identify an optimal temporal partition. Next, we con-
struct a time-series of migration networks using the 
doubly constrained gravity model and temporal nor-
malization to account for the effect of geographic proxi-
mity, population size, and variation in the length of 
temporal periods. After the modularity transformation, 
we reevaluate the similarity of flows between time per-
iods and merge if a pair of consecutive time periods 
have similar flow patterns. Finally, we generate a series 
of flow maps for the optimal periodization to visualize 
the spatial and temporal patterns of migration. This is 
one of the first studies to uncover dynamic migration 
patterns on a larger spatial and temporal extent than the 
more typical micro studies of individual movement in 
particular localities.

The remainder of the paper is organized as follows. 
First, we review the background and literature on 
crowd-sourced family trees and historical migration 
studies. We then introduce our data and describe our 
methodology. Finally, we present the results and con-
clude with a discussion of our study’s findings, limita-
tions, and future directions.

Related work

In this section, we first introduce crowd-source family 
trees as a resource for studying population dynamics. 
We then discuss the previous work on migration and 
the use of family trees for demographic and migration 
research. Finally, we review cartographic techniques to 
map flows and discuss the perceptual issues and the 
unique challenges in migration mapping.

Crowd-sourced family tree data

Crowd-sourced family tree data are produced by mil-
lions of voluntary users who collect and organize infor-
mation on their family trees using several resources such 
as census records, genealogy books, registries, diaries, 
and biographies. Users collectively link individuals 
across families, enter various information such as birth 
and death places and years, and kinship ties, which 
would be a daunting task for any individual or organi-
zation to address alone on this scale. However, these 
records often contain missing, uncertain, and duplicate 
information on individuals and family relationships. 
There is no control over accountability and accuracy 

of user entries. Even within the same genealogical appli-
cation, trees overlap with each other, which creates 
multiple versions of the same families with conflicting 
records on events such as birth and death, and family 
relations such as parent-child and spouse. In our pre-
vious work, we cleaned and connected publicly available 
family trees from rootsweb.com to create a population- 
scale family tree dataset, including 250 million indivi-
duals who were born in North America and Europe 
between 1630 and 1930 (Koylu et al., 2020). Our meth-
odology included data collection and cleaning, geocod-
ing of birthplaces and deathplaces of individuals, fuzzy 
record linkage and a relation-based iterative search for 
connecting trees and deduplication of records. We eval-
uated the representativeness of the family tree data for 
population demography by comparing the individuals 
alive in 1880 in the U.S. from the family trees to the U.S. 
1880 Census based on demographic characteristics such 
as gender and age, birth and death places and years of 
individuals and their parents.

Historical migration and family trees

Quantitative studies of migration primarily relied on 
historical censuses, death or burial registries, marriage 
licenses and contracts, because lists of actual population 
movements such as settlement certificates for emigrant 
are rather limited in scope (Hollingsworth, 1970). 
Previous studies mapped migration using a single 
source such as census records, registries, and ethno-
graphic studies (Bertin, 2010; Dorling, 1998; Holland 
& Plane, 2001; Szego, 1987; Tobler, 1987), while family 
trees include multiple sources of data. The U.S. census, 
which asked about the state of birth beginning in 1850, 
provide information for the entire population but only 
in static snapshots of the populations at 10-year inter-
vals. The recent digitization and public availability of 
more and more historical sources through genealogy 
websites have made it possible for many people to 
compile and share their family trees. But only a few 
researchers have used large data sets of user- 
contributed family trees to study social processes (Han 
et al., 2017; Kaplanis et al., 2018; Otterstrom & Bunker, 
2013; Pooley & Turnbull, 1997; Price et al., 2021), and 
much of the research has been genetic. Nelson (2020) 
introduced a methodology to estimate patrilineal kin 
propinquity using the sequential ordering of households 
in the census and used this method to identify the 
historical change in kin propinquity between 1800 and 
1940 using historical census data. Nelson’s (2020) find-
ings revealed that the decline in kin propinquity was 
influenced by a number of factors such as urbanization, 
the decline of agriculture and kin availability, growing 
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distance between potential kin links, and change in 
preferences for living near kin. Effect of nearby kin has 
strong influence upon migration choices, and the 
change in kin propinquity over time is one of the funda-
mental processes that determine temporal patterns of 
flows. While some historical studies have analyzed 
family ties, their focus was limited to particular kinds 
of relatives (Nelson, 2020) or specific areas (Otterstrom 
& Bunker, 2013). None has studied a large country such 
as the U.S. throughout its history as migrants from 
different origins arrived in successive waves and put 
down roots.

Flow mapping in space and time

Thanks to the increased use of GPS-enabled devices and 
sensors, movement trajectory data have increasingly 
become available in diverse application domains such 
as human mobility, and movement ecology. Individual 
movement data are often aggregated and anonymized 
into origin-destination (OD) flows given a time period. 
OD flow maps are commonly used to visualize move-
ment (flows) and facilitate the understanding of patterns 
of flows (Tobler, 1987). To simplify flow map displays, 
a number of methods such as filtering (Beecham & 
Wood, 2014), edge bundling (Holten & van Wijk, 
2009), location clustering (Adrienko & Adrienko, 
2011), flow-based regionalization (Guo, 2009), and 
flow data smoothing and clustering methods (Zhu 
et al., Guo & Zhu, 2014; Zhu et al., 2019) have been 
introduced. Geographically embedded matrix visualiza-
tion such as the OD map (Wood et al., 2010) and ring 
maps (Zhao et al., 2008) are alternative methods to flow 
maps, which avoid the visual cluttering.

Existing methods of space-time cartography such as 
time-series maps and glyphs, change maps (Slocum 
et al., 2009), map animation (Fish et al., 2011; Lobben, 
2003; Tversky et al., 2002) and space-time cubes 
(Hägerstrand, 1976; Kraak, 2003) could be used to iden-
tify and visualize temporal changes in spatial flow pat-
terns. However, only a few studies have attempted to do 
this (Andrienko et al., 2017; Ilya Boyandin, 2013; 
Boyandin et al., 2011; Rey et al., 2020; Von 
Landesberger et al., 2016; Zhao et al., 2008). While 
handling of space and time dimensions simultaneously 
is possible, the complexity of time-variant networks 
(Santoro et al., 2011) pushed researchers to handle the 
abstraction of time and space dimensions separately. 
The two alternatives for handling spatial and temporal 
abstraction separately are as follows: (1) aggregating 
nodes (spatial units) using flows from all time periods, 
and then applying temporal clustering, and (2) perform-
ing temporal clustering to reduce the number of time 

steps, and then measuring the similarity of flows 
between different temporal clusters, and analyzing the 
changes in spatial patterns over time. Regionalization 
and clustering methods reduce visual cluttering and 
generate visually enhanced flow maps with decreased 
number of flows and regions (or nodes). Grouping of 
spatial units (nodes) into regions (communities) can 
also be done for each time period separately (Gao 
et al., 2013). However, such an approach requires deter-
mining cluster correspondence over time and thus 
makes it difficult to identify changes between time per-
iods. Therefore, previous studies applied regionalization 
or clustering to the entire data set to derive groups or 
regions to be used for the entire temporal extent of time- 
series flow data (Andrienko et al., 2017; Von 
Landesberger et al., 2016). Moreover, spatial unit- 
based aggregation methods suffer from the modifiable 
areal unit problem (MAUP). Issues of spatial scale, 
aggregation, and zoning therefore may result in differ-
ent flow patterns (Zhu et al., 2019).

To capture change in time, Andrienko et al. (2017) 
first applied a temporal abstraction by clustering of time 
intervals based on the similarity of flows. To reduce the 
number of locations in flow data, Andrienko et al. 
(2017) clustered locations’ flows with a common origin 
or a common destination by direction and distance 
ranges of flows, and visualized the mean direction and 
distances for each location using glyphs. While this 
approach eliminates the cluttering problem of overlap-
ping lines in flow maps, the connections between loca-
tions become difficult to perceive. Von Landesberger 
et al. (2016) clustered temporal snapshots of flows, so- 
called spatial situations, based on their similarity in 
different time periods. By computing the mean and 
median of flows in different time periods, Von 
Landesberger et al. (2016) summarized the spatial situa-
tions into clusters of time periods, and thus, decreased 
the number of time periods to be compared. Our meth-
odology is similar to Von Landesberger et al. (2016) in 
that we evaluate the similarity of flows between time 
periods to determine the optimal partitioning of time.

Perceptual issues in network visualization

Flow maps require map readers to focus on high-level 
holistic and geographic tasks such as the comprehension 
of the dominant flow directions, changing magnitude of 
flows, spatial communities (strongly connected nodes) 
and structural changes in geographic flows (Koylu & 
Guo, 2017). Graph visualization methods can alter the 
locations of nodes to enhance the readability of graphs 
and the temporal changes in graph structures. However, 
nodes are placed in fixed geographic locations and 
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moving the nodes around to enhance readability is not 
possible for OD flow maps. Several visual variables are 
used for communicating flow direction, magnitude, and 
clustering. Arrows and half-arrows have been found to 
be effective for communicating directional patterns on 
flow maps (Jenny et al., 2018; Koylu & Guo, 2017). Both 
line thickness and color gradient have been found to be 
effective for communicating flow magnitudes (Dong 
et al., 2018; Jenny et al., 2018; Koylu & Guo, 2017).

Perceptual and cognitive issues in understanding 
patterns and changes in time-series networks have 
been extensively studied in dynamic graph visualization 
literature (Beck et al., 2017; Federico et al., 2011; 
Federico & Miksch, 2016; Moody et al., 2005; Shi et al., 
2011). Archambault et al. (2010) compared animation 
and small multiples (discrete time-series variable) and 
found that small multiples produced faster performance 
than animation whereas animation produced higher 
accuracy in completing low-level graph comprehension 
tasks. In contrast, Falkowski et al. (2006) evaluated 
high-level tasks such as identifying and visualizing the 
evolution of communities (clusters) using a controlled 
animation method with a time slider. Controlled anima-
tion was found to be effective in capturing changes in 
the evolution of subgroups in communities with a high 
fluctuation of nodes, i.e. members changing commu-
nities (Falkowski et al., 2006). In addition, Groh et al. 
(2009) adopted Hagerstrand’s space-time cube to iden-
tify the evolution of node characteristics such as central 
and prominent nodes as well as the network structures. 
Findings of user studies that evaluated animated chor-
opleth maps found that map readers had difficulty 
detecting changes in animated choropleth maps (Fish 
et al., 2011). In the light of these findings and the visual 
clutter generated by flow lines and nodes, we map 
migration flows as discrete time-series networks rather 
than developing a flow map animation.

Data

The data set we use in this study is drawn from a larger 
set of data that contains about 80 million individuals 
who were born between 1630 and 1930, many of whom 
were European settlers (Koylu et al., 2020). The 
U.S. territory and boundaries among the states chan-
ged substantially over time. The most common 
changes were subdivision of larger units into smaller 
ones as the West was settled. We use 1789, when the 
first U.S. Congress met and declared that the constitu-
tion was in effect, as the starting year of our study 
period. We end the study period with 1924 based on 
the Immigration Act of 1924 which limited the number 
of immigrants who could enter the U.S. by creating 

quotas based upon national origins. We use historical 
borders of states and territories as our spatial units 
using decennial censuses between 1800 and 1930. The 
number of states (nodes) ranges from 12 in 1789 to 48 
in 1924, which is few enough to produce flow maps 
without having to cluster origins and destinations. This 
data set allows extraction of migration flows for 
a period of 135 years, and thus it is ideal for studying 
long-term changes in migration flows.

Representativeness is one of the limitations of crowd- 
sourced family trees for studying historical populations. 
A systematic evaluation of representativeness might be 
possible if one could link individual family tree records 
with records from multiple censuses. But such evalua-
tion would still ignore populations such as Native 
Americans who are not present or underrepresented in 
the census. And it would have to contend with criteria 
for linkage between the multiple censuses and between 
the census and the trees. Attempts to link multiple 
censuses usually end up with a very small sample, espe-
cially of immigrant and nonwhite groups. To overcome 
these challenges, we compared the aggregate statistics of 
family trees to the population statistics of the 1880 
Census in our previous work (Koylu et al., 2020). We 
found that the family trees were biased toward white 
people, farmers, and native-born (born in the U.S.) 
Americans compared to the 1880 Census. Also, foreign 
born and their children, females, and younger people 
were not represented in trees as much as they were in 
the census. Race is not available in family tree data, and 
certain segments of the population are underrepre-
sented in the family trees. For example, Native- 
Americans and Black population across the country, 
the Mexican population in the southwest and the 
Cajun population in Louisiana are underrepresented in 
the trees. These missing segments of the population is 
a limitation of family trees as well as census data, which 
Price et al. (2021) also revealed in their study. However, 
the data are representative of the native-born white 
population and their migration patterns (Koylu et al., 
2020). For further information about the representative-
ness and data quality of the family tree data we use in 
this study, please refer to Koylu et al. (2020).

Methodology

Our methodology consists of six main steps (Figure 1). 
First, we extract and date birth events and locations 
from the family tree data. We then identify family 
migration using the child-ladder approach that traces 
the changes in birthplaces of consecutive children in 
each individual family. Next, we develop a time-series 
measure of migration rate and then evaluate a set of 
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algorithmic and domain-based partitioning methods. 
We then evaluate the changes in migration rate as well 
as similarity of flows between time periods for each 
temporal partition to identify an optimal partition. 
Finally, we construct a time-series of migration net-
works using the doubly constrained gravity model and 
temporal normalization to account for geographic dis-
tance, population size, and length differences in time 
periods. We then generate the time-series flow maps for 
the optimal periodization to visualize the spatial and 
temporal patterns of migration.

Identifying birth and migration events

There is evidence that larger families moved farther and 
more often than smaller families to secure land for their 
sons because having several sons reduced the cost of 
labor to clear land near the frontier (Adams & Kasakoff, 
1984). Moves were frequently undertaken when the 
father was in his 40’s or 50’s to maximize family labor 
(Adams & Kasakoff, 1984). There are two major strate-
gies for extracting migration from birth events of 
a family: parent-child and child-ladder approaches. 

The parent–child approach models migration as 
a move from the birthplace of each parent to the birth-
place of each child, and to minimize the effect of family 
size one may count children of the same sex and birth-
place in the same family just once (Koylu et al., 2020; 
Koylu & Kasakoff, 2020). The child-ladder approach 
extracts migration using changes in birthplaces of con-
secutive siblings in a family (Lathrop, 1948). For exam-
ple, if there is no change of birthplace between the first 
child and the second child, then there is no migration. 
However, if the birthplace of the third child is different 
than the birthplace of the second, then a migration flow 
is generated between the second child’s birthplace and 
the third child’s birthplace. In this study, we employ the 
child-ladder approach, and date the move based on the 
mid-point or average of birth years between the two 
consecutive siblings with different birthplaces. 
Throughout the 135 years of our study period between 
1789 and 1924, state boundaries and territories substan-
tially change. We use historical census boundaries 
between 1800 and 1930 to determine locations based 
on birth years. We use the closest next census (i.e. the 
census after the birthyear) and the associated bound-
aries to locate birthplaces using the states or territories. 
For example, we locate birthplaces for a migration event 
in 1792 using the 1800 census boundaries, while we use 
the 1860 census boundaries to locate birthplaces for an 
event in 1856.

There are many advantages of the child-ladder 
approach. First, it allows capturing the moves of 
a family in a sequence of locations. In contrast, the 
parent–child approach counts each child born in 
a different place as a move whose origin is the birthplace 
of the parent instead of the last location where the 
family lived. Therefore, the sequence of moves for 
a family is not captured. Second, the time gap (years) 
in between a parent’s and a child’s birth is very large and 
increases the uncertainty of estimating the 
migration year. The time gaps between two subsequent 
children are much smaller. As a result, dating of the 
moves using the child-ladder approach is more precise. 
For much of this period children were born approxi-
mately 2 years apart. Third, the parent–child approach 
double counts moves due to considering both parents’ 
birthplaces and children’s birthplaces even if children of 
the same sex and birthplace can be counted once for 
reducing such effect. A major limitation of both 
approaches is that they favor families with more chil-
dren, families which probably also were more apt to 
move. Neither approach captures the moves of single 
individuals or those who did not have children. 
However, the U.S. population at the time was expanding 
greatly, and childless individuals were much less 

Figure 1. Methodology for measuring and mapping long-term 
changes in migration flows using population-scale family tree 
data.
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common than they were in Europe, probably less than 
10% of the population (Hacker, 2016). We also lack 
information about the portion of the life cycle before 
and after childbearing. The child-ladder method results 
in a much smaller set of data than the parent–child 
method because it is focused on extracting family 
moves rather than individual moves. However, it is 
also possible to extract the number of individuals mov-
ing with the child-ladder approach by simply adding up 
living parents and siblings who do not have a death date 
before the move year.

Measuring the migration rate and temporal 
partitioning (discretization)

Migration is often compared with a population base to 
evaluate its relative impact on population redistribution at 
a global or national scale. Analyzing temporal data over 
a long-span requires partitioning (discretization) of time 
series, which transforms the continuous data into discrete 
time intervals. Partitioning reduces the dimensionality, 
and the effect of outliers and errors, and makes the knowl-
edge extracted from the discrete intervals easy to under-
stand. However, the choice of how to partition the data, 
which is a time-varying network, requires significant con-
siderations and experiments to avoid generating anoma-
lies or false patterns that do not naturally exist in the data.

To partition the migration data into periods, we use 
a migration rate, which we calculate by dividing the 
family migration counts by the total number of births 
for a given year. In this section, we first explain why and 
how we smooth the migration rate over time. Next, we 
introduce alternative partitioning methods, and our 
methodology for evaluating the outcome of these meth-
ods and identifying the optimal partition.

Developing a time-series migration rate
We perform a simple moving average smoothing for the 
time-series migration and birth data to address the 
uncertainty in birth years and dating of migration and 
produce a more robust estimation for the migration rate: 

mRt ¼

Pn
j¼� n mtþj

Pn
j¼� n btþj 

mRt is migration rate for time period t that is derived by 
dividing the total number of family migration (mt) by 
the number of births (bt) in each year using a moving 
average window. mt is the migration count at time 
t which is smoothed by a moving average of order 
(length in years): w ¼ 2nþ 1. For example, for a five- 
year moving average window, w equals to 5. Therefore, 
the number of periods (n) to be included in smoothing 

before and after the center (estimation) period of t is 2. 
The estimates of m and b at time t are obtained by 
averaging the time series within n periods of t. Because 
mRt is a division of two moving average values of 
migration and birth counts, the division of the sum of 
weights by w (i.e. 1/w) gets canceled out, thus, is not 
included in the formula.

Our goal is to smooth the data as little as possible to 
remove large fluctuations and keep the temporal distri-
bution and trends as similar as possible to the original 
data. We first analyze the distribution of the number of 
years between consecutive siblings (see Supplementary 
Materials). The mean migration cycle is 4.08 years, and 
the median is 3 years. About 58% of all births are within 
3 years, 77% within 5 years, and 94% within 10 years. To 
address the uncertainty related to birth years and mid- 
point dating of migration, we perform experiments on 
smoothing windows based on odd number window 
lengths from 3 to 13. We choose 5-year moving window 
that is long enough to capture the mean migration cycle 
(4.08) and accounts for 77% of birth year differences 
among consecutive siblings. Figure 2 illustrates the ori-
ginal yearly migration rate (red) and 5-year moving 
average migration rate (black). The rate starts high but 
then falls before rising to twin peaks at the middle of the 
19th century from which it declines sharply to a low in 
1897. It rebounds a bit but continues at a lower rate 
from the end of the 19th century to 1924 when the 
analysis ends. Migration and birth count data to calcu-
late the migration rate are illustrated in Figures A2 and 
A3, respectively (see Supplementary Materials).

Temporal partitioning methods
Next, we partition the time based on the migration rate 
using four different methods: historical periods, trans-
portation periods, and periods derived from two data- 
driven methods: equal (fixed) interval and temporal 

Figure 2. Original migration rate (red) and smoothed rate (black) 
using the 5-year window average window between 1789 and 
1924.
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natural breaks. All partitions start with 1789 
Constitution of the U.S. and end with the Immigration 
Act of 1924. We generate from 4 to 32 consecutive 
temporal periods for both equal interval and temporal 
natural breaks methods.

Historical and transportation periods. We partition 
the time into six historical periods and five transporta-
tion periods (Table 1). The first three periods are based 
on standard eras and breakpoints in American history 
such as the Early Republic and Pre-transportation 
Revolution (1776–1823), Transportation Revolution: 
1824–1840, and Pre-civil War: 1841–1860. We split the 
post-transportation revolution period into a pre-war 
and postwar period based on the fact that the 
Republican Congress passed the Homestead Act during 
the war and funded the Transcontinental Railroad, 
which had a significant impact on internal migration.

Equal interval (fixed) periods. We partition the time 
into equal intervals of 5–20 years (i.e. 5, 6, . . . 19, 20), 
and 25, 35, 40, 45 and 50 years of length. We obtain a total 
of 22 partitions. For example, the time periods for a five- 
year period length are 1789–1794, 1794–1799 . . ., and 
1921–1924. The number of time periods varies for each 
fixed length periodization. The five-year length produces 
27 periods, 10-year produces 14 periods, 15-year pro-
duces 9 periods, and 20-year produces 7 periods.

Temporal natural breaks periods. We partition the 
time using the natural-Jenks classification, which cap-
tures natural breaks of time periods for the migration 
rate. The natural breaks algorithm maximizes the simi-
larity of values (the migration rate) within each period. 
Different from the conventional natural breaks classifi-
cation that first orders numerical values, temporal nat-
ural breaks use the data in its original order of time 
(years). Natural breaks partitioning also requires the 
number of time periods to be determined. We obtain 
a total of 29 partitions with the total number of time 
periods varying between 4 and 32.

Identifying an optimal temporal partition

We evaluate two measures to identify an optimal 
temporal partition: (1) goodness of absolute devia-
tion fit (GADF) that measures the homogeneity of 
the migration rate within time periods, and (2) 
cosine similarity (CS) that measures the similarity 

Table 1. Historical and transportation periods.
Historical periods Transportation periods

1776–1823 Early Republic and Pre-transportation Revolution
1824–1840 Transportation Revolution
1841–1860 Pre-civil War
1861–1865 Civil War 1861–1889 Civil War, Homestead Act, Transcontinental 

Railroad and  the closing the Frontier
1866–1900 Post Bellum and Rise of Industrial America 1890–1924 Post Bellum to Progressive Era: 1890–1924.
1900–1924 Age of Immigration/Progressive Era

Figure 3. a) Goodness of absolute deviation fit (GADF) of the 
migration rate that indicates the homogeneity of migration rates 
within each period in a partition. b) Median cosine similarity (CS) 
of flows that indicates how similar spatial patterns of flows 
between time periods in each partition. A larger value of GADF 
and a lower value of median CS is needed to identify an optimal 
partition. We chose temporal natural breaks with seven periods 
as our optimal periodization.
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of flows between time periods in a partition. While 
our goal is to maximize the similarity of the migra-
tion rate within periods using GADF, we aim to 
maximize the difference between flows in consecutive 
time periods using CS. GADF value of a partition is 
calculated as below (Slocum et al., 2009): 

GADF ¼ 1 � ADCM=ADAM
� �

ADCM is the sum of absolute deviations about class 
medians for a particular number of classes; and 
ADAM is the sum of absolute deviations about the 
median for the entire data set. GADF ranges from 0 to 
1, with 0 representing the lowest accuracy (one period) 
and 1 representing the highest accuracy (t periods for 
t-size temporal records).

In addition to capturing changes in the migration rate
using the GADF evaluation, capturing how local patterns 
of flows change over time is also important for identifying 
an optimal temporal partition. To capture the correlation 
and changes in spatial flows (OD volumes), we calculate 
cosine similarity of flow matrices between consecutive 
periods in each partition. Cosine similarity for a pair of 
networks is calculated by taking the inner product space 
that measures the cosine of the angle between two non- 
zero vectors of flow values that form each network. In our 
case, each time-series network consists of a nonzero vec-
tor that is formed by a list of origin-destination (OD) 
pairs and their corresponding flow values.

Figure 3(a) illustrates GADF values that indicate the 
homogeneity of the migration rate within time periods 
in each partition, whereas Figure 3(b) illustrates median 
CS values that indicate the similarity of flows between 
time periods in each partition. We expect GADF values 
to be optimally as high as possible, while we expect CS 
value for a partition to be as low as possible. Both 
Figure 3(a) and 3(b) plot the number of periods against 
GADF and CS values for each partitioning method. Two 
common approaches for selecting the appropriate num-
ber of periods for GADF are to choose a threshold such as 
0.8 or to identify a point at which the curve begins to 
flatten out. A flattening at a point would indicate that 
a larger number of periods would not result in the reduc-
tion of classification error, which can be identified by 
a decreasing slope of the GADF value. The temporal 
natural breaks method outperforms other methods 
regardless of the number of periods based on GADF 
evaluation. This is not surprising as the natural breaks 
algorithm optimizes the GADF values by minimizing the 
within-class similarity of the partitions. In Figure 3(a), 
the seven-period partition is the first periodization in 
which the degree of slope for GADF decreases. On the 
other hand, in Figure 3(b), we aim to identify a break in 

which the increasing trend reaches a plateau or is 
reversed. Fixed-length periods produce comparable 
results to temporal natural breaks for median CS values 
for partitions with small number of periods. The two 
cases with a break in the increasing trend exist in natural 
breaks periods with seven and 11 periods. We choose 
temporal natural breaks with seven periods as an optimal 
choice because of the agreement between GADF and CS 
measures. Figure 4 illustrates the migration rate with the 
temporal natural breaks in our optimal partition with 
seven periods. Table 2 illustrates CS values between all 
periods in our optimal partition with seven periods. 
Table 2 highlights that the flows are more similar between 
consecutive periods with a median of 0.73.

Constructing and visualizing migration networks

An important issue with temporal partitioning is the 
necessity for the re-assignment of the locations, i.e. ori-
gins and destinations that come from birthplaces of con-
secutive siblings, after merging years into periods. For 
example, the migration event in 1792 is located based on 
the boundaries of the 1800 census for calculating the 
migration rate. However, when we generate time periods 
such as from 1789 to 1819, we aggregate the migration 
events between the start and end of the period. We assign 
birthplaces to states and territories using the closest cen-
sus after the migration event, which is the 1820 census for 
the period that ends in 1819. Consequently, the same 
migration event in 1792 that is located based on 1800 
census boundaries now gets located based on 1820 
boundaries due to the temporal periodization and aggre-
gation for the 1789–1819 period.

Modularity normalization
We generate a series of migration networks using the 
temporal natural breaks with the seven periods. We trans-
form the raw flows in each time period into modularity 
flows (Newman, 2006) using the doubly constrained 

Figure 4. Temporal natural breaks with the seven periods.
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gravity model (Roy & Thill, 2004) to account for the effect 
of geographic proximity and the ability of states to gen-
erate migration flows. We calculate the modularity 
between a pair of states (i and j) using the formula 

Modularity ði; jÞ ¼ Observed Flows ðFijÞ

� Expected Flows ðEijÞ

where Fij is the number of observed flows and Eij 
is the expected number of flows from state i to state 
j. After subtracting expected flows from observed
flows, we derive a measure of modularity for each
origin-destination pair. While a positive modularity
value indicates that the observed flow volume is
above the expectation, a negative value indicates
that the observed flow volume is less than the
expectation.

We employ the doubly constrained gravity model 
that constrains both origins and destinations by enfor-
cing two rules: (1) the sum of expected flows from an 
origin is equal to the observed, and (2) the sum of 
expected flows to a destination is equal to the observed 
volume of flows to that destination. 

Eij ¼ Ai � Oi � Bj � Dj � Dij
� beta 

where Oi and Di are the total of outflows and inflows of 
state i, respectively. Ai and Bi are the balance factors 
that are calculated by the following iteration. While the 
distance decay function is square and uniform for all 
states, each node (state) has a different set of 
parameters. 

Ai ¼ 1=
Xn

i¼0
�
n

j¼0
BjDj � Dij

beta� �

Bi ¼ 1=
Xn

i¼0
�
n

j¼0
AjOj � Dij

beta� �

Merging periods with similar flow patterns
After the modularity transformation, one can decide 
whether to merge periods by reevaluating the similarity 
of flows between consecutive periods. Table 3 illustrates 
the cosine similarity of flows after the gravity-based 
modularity transformation. Median cosine similarity 
between consecutive periods is about 0.71. The most 
similar time periods are 1887–1901 and 1901–1924 
with a value of 0.84. Based on this result, we do not 
merge the periods in this study.

Temporal normalization
Optimal periodization generates time periods that vary 
substantially in length. In order to make maps of flows 
during these periods comparable, we divide the gross 
volume of flows (i.e. illustrated by point symbols) and 
the modularity values (i.e. illustrated by the flow sym-
bols) by the number of years in each period. 
Consequently, our maps illustrate yearly average gross 
volume and modularity flows.

Results

Figures 5, 6, 7 and 8 illustrate the time-series flow maps 
of family migration during the seven optimal periods 
between 1789 and 1924, which we produced using 
FlowMapper.org (Koylu et al., In press). Flows are 
curvy at the origin and straight at the destination end 
with a half-arrowhead to enhance the readability of flow 
lines. Flow symbols illustrate the yearly average modu-
larity flows between states that highlight migration that 
are above our expectation and thus incorporate a 

Table 2. Cosine similarity of flows between time periods of the optimal partition.
1789–1819 1819–1830 1830–1857 1857–1872 1872–1887 1887–1901

1819–1830 0.76
1830–1857 0.47 0.77
1857–1872 0.23 0.40 0.66
1872–1887 0.19 0.30 0.52 0.75
1887–1901 0.18 0.25 0.38 0.52 0.74
1887–1924 0.20 0.26 0.33 0.43 0.60 0.91

Table 3. Cosine similarity of the gravity-normalized modularity flows between time periods of the optimal 
partition.

1789–1819 1819–1830 1830–1857 1857–1872 1872–1887 1887–1901

1819–1830 0.78
1830–1857 0.46 0.66
1857–1872 0.21 0.28 0.64
1872–1887 0.14 0.16 0.32 0.61
1887–1901 0.15 0.14 0.23 0.40 0.75
1887–1924 0.20 0.17 0.18 0.29 0.53 0.84
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Figure 5. Family migration in a) 1789–1819 and b) 1819–1830. Flows illustrate yearly average modularity flow between pairs of states; 
nodes illustrate yearly average gross volume of flows per state; and the choropleth map illustrates the migration efficiency. We 
subtract the expected volume of flows calculated based on the doubly constrained gravity model from the observed volume of flows 
to derive modularity. We normalize modularity and gross volume of flows by the total number of years in each period and derive 
yearly average modularity and gross volumes so that maps from multiple time periods can be compared.
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correction for “gravity effect.” Flow line thickness is 
classified into three classes 1–50, 50–100, and 100 to 
150. Point symbols are proportional to yearly average
gross volume of flow: the number of families that moved
from and into each state. The choropleth map illustrates
the migration efficiency, which is calculated for each
state using the formula below.

Migration efficiency ¼ InMigrants � OutMigrantsð Þ=

InMigrantsþ OutMigrantsð Þ

Unsurprisingly, the dominant pattern is westward 
migration. The losing area in the East gets larger over 
time and the gaining area moves westward. There is 
always a “frontier,” i.e. states and territories in the 
West gaining population through migration. The 
migration from the East to the West is largely confined 
to longitudinal bands (east-west direction) which would 
be clearer if we could use counties instead of states. 
There were three bands in the south: Virginia (VA) to 
Kentucky (KY), North Carolina (NC) to Tennessee (TN) 
and migration along the entire lower South (Figure 5(a) 
and (b)). The three bands in the South continue until 
1857 when the migration rate drops in the South and 
becomes similar to more northern states on the East 

Coast (Figure 6). From Figure 6, we can also see the 
Gold Rush to California and Oregon even though that 
was said to be mostly single men (Hurtado, 1999).

The changing pattern of point symbols show the 
amount of migration, the gross flow, which moved 
westward, especially after 1872 (Figure 7(a) and (b)). 
Utah is clearly a hearth after 1872, sending migrants to 
all the adjacent states (Figure 7(b)). The frontier is fed 
from the previous frontier, therefore, long-distance 
migration from the East slowed over time but some 
eastern states start to gain again, most likely a result of 
migration into cities on the East Coast such as Boston 
and New York. The losses from rural areas of New York 
outweigh New York City’s gains, however, and the cir-
cular migration between adjacent states in the East 
increases over time. However, it is important to point 
out that these maps do not include immigrants from 
other countries who largely settled in cities in the east-
ern part of the country.

Beginning in 1887 and through 1901, the southern and 
the middle bands in the South both send migrants to 
Texas (Figure 8(a)). If we were mapping at a higher 
resolution such as counties, we might see flows going to 
different parts of the state. The maps grow lighter over 
time and the gross flows in and out of each state shrink, 

Figure 6. Family migration in 1830–1857. Flows illustrate yearly average flow above expectation (modularity) between pairs of states; 
nodes illustrate yearly average gross volume of flows per state; and the choropleth map illustrates the migration efficiency.
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Figure 7. Family migration in a) 1857–1872 and b) 1872–1887. Flows illustrate yearly average flow above expectation (modularity) 
between pairs of states; nodes illustrate yearly average gross volume of flows per state; and the choropleth map illustrates the 
migration efficiency.

12 C. KOYLU AND A. KASAKOFF



Figure 8. Family migration in a) 1887–1901 and b) 1901–1924. Flows illustrate yearly average flow above expectation (modularity) 
between pairs of states; nodes illustrate yearly average gross volume of flows per state; and the choropleth map illustrates the 
migration efficiency.
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due to decreasing rates of migration that spreads from 
East to West until during the last period there is only one 
state showing large gains: California (Figure 8(b)). There 
are no points as large as they were during the period of 
the twin peaks, and 1830 to 1857 migration into 
Oklahoma around the oil boom is clearly visible 
(Figure 8(a)). The final period also shows some very long- 
distance flows, i.e. from New York (NY) and 
Pennsylvania (PA) to California (CA), and from 
Michigan (MI) and Wisconsin (WI) to Oregon (OR) as 
well as long distance flows from the West to the East such 
as from California (CA) to Texas (TX) (Figure 8(b)). 
These patterns may be an outcome of the migration 
between large cities, a later pattern quite important today.

Discussion and conclusion

This study represents a first attempt to measure and map 
long-term changes in migration flows using a population- 
scale family tree data set. It is only possible because of the 
data we have been able to use, which stretches over a long 
period of time, an important example of colonization that 
unfolded in a similar fashion in many different parts of 
the globe during the 17th to 20th centuries.

To the best of our knowledge, these maps are the 
first maps to systematically show how the internal 
migration flows within the U.S. changed over a long 
period of time (i.e. 135 years). Previous maps showed 
only the movement of the center of the 
U.S. population westward (Census.gov) or used dots 
or density maps to show the changing distribution of 
the population but did not show the specific flows 
that led to these changes. Also, we attempt to iden-
tify the actual turning points in these flow patterns 
using continuous data instead of depicting static 
snapshots that census could provide.

Flows have several properties that change over time: 
volume, direction, spatial and topological (connectivity) 
patterns. We evaluate domain-based and data-driven 
periodization considering both the similarity of the 
migration rate within periods, and the similarity of spatial 
flow patterns between periods. We identify the temporal 
breaks with seven periods as the optimal partition in both 
evaluations. Whether the result of the two evaluations is 
a coincidence or structural would require further analysis 
but it does make sense that changes in the migration rate 
would be associated with changes in origins and destina-
tions, especially if the dominant process is colonization.

The flows we map are composed of family units, but 
there were others traveling these same paths: single 
individuals, both men and women. Their flows would 
likely differ from each other and from the families we 
are studying here. In addition, the migration we study 

from the population-scale family tree is dominated by 
the patterns of the earliest European settlers (Koylu 
et al., 2020). Later immigrant groups are much less 
represented, and it is likely that there are very few 
Native Americans, Blacks, Hispanics in these family 
trees. Some of the forces, such as transportation and 
economic opportunities, which channeled family flows 
would also channel individual flows, likewise these 
would also have affected the migration of all the ethnic 
groups, but the volume of the flows would be different 
which could lead to different flows being highlighted in 
the maps. This is a topic for further research. Although 
the sample is most representative of the native-born 
white population, it is very large with many examples 
of later immigrant groups. The census can be used to 
check whether the smaller samples we have from these 
groups are representative of their locations. Kandt et al. 
(2020) extracted migration flows using surnames in 
individual level historic census data in Great Britain. 
Their study shows great promise for the use census 
data combined with family records for studying ethnic 
origins and intergenerational change in local popula-
tions across space and time.

The ability to detect patterns depends upon the preci-
sion of dates for migration. In previous work we used 
a very imprecise time window to determine dates: birth 
places of parents and their children (Koylu & Kasakoff, 
2020), usually between 20 and 40 years. But in this article, 
we use the child-ladder approach to compare different 
temporal partitions with reduced the margin of error for 
dating migration. This also allows us to see how certain 
historical events of shorter duration affected migration.

The flows are so complex that it is not possible to say 
that a particular periodization captures change better 
than any other. It depends on the story one wants to tell. 
In this case, the story would have to include westward 
expansion. To tell that story visually, one might want to 
eliminate the flows to adjacent states unless they are 
above a certain threshold. We use the gravity model to 
adjust for this. The flows to adjacent states, which 
become more important in the East over time, may 
represent neighborhood moves that just happen to be 
across state borders or moves to urban or industrial 
centers drawing families from nearby states. Analysis 
at a smaller spatial scale than the state could clarify this 
and reveal a great deal more about these flows.

A limitation of this work that needs to be addressed is 
the effect of the decline in fertility upon our results. Our 
maps highlight flows in areas that were just being settled 
because our ability to detect moves depends upon the birth 
of children. There are several remaining questions. How 
much of the slowing of migration in the East over time was 
due to the fertility decline, which would lead to fewer 
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family moves being detected, and how much was due to 
changing migration patterns on the part of the families in 
the settled areas who moved shorter distances and perhaps 
less frequently than families closer to the frontier? The 
issue can be addressed by a spatial analysis of the change in 
fertility over time that can be used to adjust the flows.

Aside from the need for future research in migration 
and family trees, there is also a need for new carto-
graphic theories and methods for mapping large and 
complex space-time flow data (Andrienko et al., 2008; 
Dodge, 2019; Griffin et al., 2017; Robinson et al., 2017; 
Tsou, 2015). In a recent review of the literature in 
computational and visual movement analytics, Dodge 
and Noi (2021)argue the need for a generic cartographic 
framework describing a set of visual principles for map-
ping movement and guiding the evaluation of move-
ment visualizations in different applications. There is an 
emerging body of literature on the principles of flow 
map design and user studies (Jenny et al., 2018; Koylu & 
Guo, 2017; Yang et al., 2017, 2019). Despite these recent 
efforts, there is a lack of knowledge about how map 
readers identify changes in time-series flow maps. 
Specifically, the effect of interval size, number, and posi-
tioning on visual understanding of temporal patterns of 
flows has not been studied. Such effects could result in 
important differences whether the flow maps are ani-
mated or presented as a series of temporal periods. For 
example, a sudden change in flow patterns could appear 
gradual if the time intervals are larger. Characteristics of 
flows such as volume, direction, and topology interact 
and influence each other differently for each dataset, 
layout, and temporal scale in time-series flow networks. 
How to balance all of these in a single analysis is an issue 
for much discussion and future research.
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